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WHO USES
DATASTORES?
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WHO ENJOYS
MANAGING
DATASTORES?
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Pizza as a Service

Traditional Infrastructure Platform Software

On-Premise as a Service as a Service as a Service
(On-Prem) (1aas) (Paas) (Saas)

Dining Table
Drinks

Dining Table Dining Table Dining Table

Drinks Drinks Drinks

Electricity Electricity Electricity Electricity

Oven Oven Oven Oven

Fire Fire Fire

Pizza Dough Pizza Dough Pizza Dough Pizza Dough

Base Sauce Base Sauce Base Sauce

Base Sauce

Toppings Toppings Toppings Toppings

Cheese Cheese Cheese Cheese

Home Made Take & Bake Delivery Dined Out

I sSelf Managed ' | Managed By Vendor
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WHAT IS TODAY'S
STORAGE STANDARD?
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o3 GOMPATIBLE
OBJEGT STORES

GOOGLE GLOUD STORAGE, AZURE BLOB
STORAGE, DIGITALOGEAN SPAGES, MINIO....
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SIDENOTE ON
"GOMPATIBLE"

https://www.elastic.co/guide/en/elasticsearch/
reference/current/repo-analysis-apl.html
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https://www.elastic.co/guide/en/elasticsearch/reference/current/repo-analysis-api.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/repo-analysis-api.html
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OBJECT

Cloud Storage

For any app. Store any type &
any amount of data for any duration,
& retrieve it as often as heeded
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Persistent
Disk

Fully integrated with
Compute Engine & GKE

GOOD FOR:
Binary or object data,
blobs, unstructured data

Object Storage

METADATA/
DATA ¢ T OBJECTID

GOOD FOR:
/ Block store for VMs

v/ Range of latency &
performance options

USE CASE:
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Images Data analytics Backups
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Streamingvideos

Documents  Regulatory archives Tape replacement
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Websites Genomics D|saster recovery

Block Storage
awcm&

FILESTORE

Fully managed, cloud-based
Network Attached Storage
Filestore

/ —>
GOOD FOR:

# Tswc" v Ephemeralblock store

< forvMs
T v Lowest latency
(T

/ Stateless workloads
&

GOOD FOR:
Shared file storage .
(unstructured) data

USE CASE:

©

Disks for VMs

E

Share read-only data
across VMs

o

Rapid, durable backups
of running VMs

=

Storage for databases

USE CASE:

=

Flash-optimized databases

nlln

Hot caching layer for analytics

Application scratch disk

Scale out analytics

«»

Media rendering

Electronic Design Automation
=1 —>
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[— 1 |

Web content management

USE CASE:

>

Life sciences/
Genomics processing

ot

Data Analytics

S8

Machine Learning

Financial Modeling

Media processing

>
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https://cloud.google.com/blog/topics/developers-practitioners/map-storage-options-google-cloud
https://cloud.google.com/blog/topics/developers-practitioners/map-storage-options-google-cloud

33 FOR DATASTORES?

+ DURABILITY

2 GOST
= LATENGY
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TRADEOFFS

“We ultimately decided that a few hundred
milliseconds 1ncrease 1n the median latency was the
right decision for our customers to save seconds,

tens of seconds, and hundreds of seconds of p95/p99/
max latency, respectively.”
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https://www.datadoghq.com/blog/engineering/introducing-husky/
https://www.datadoghq.com/blog/engineering/introducing-husky/

SPLIT
STORAGE & GOMPUTE
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SGALE WRITES & READS
INDEPENDENTLY

SGALETOO
LOGAL DISK FOR CGAGHING
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PAY PER EXEGUTION
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OBJEGT STORE
PERFORMANGE
GHARACGTERISTICS

ABSTRACTION '=MAGIC
DIFFERENT FOR EAGH PROVIDER

AAAAAA



“If your request rate 1s less than 1000 write
requests per second or 5000 read requests per second,
then no ramp-up 1s needed. If your request rate 1s
expected to go over these thresholds, you should
start with a request rate below or near the
thresholds and then double the request rate no faster
than every 20 minutes.”
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https://cloud.google.com/storage/docs/request-rate

GGP: AVOID HOTSPOTS

“Auto-scaling of an i1ndex range can be slowed when
using sequential names, such as object keys based on
a sequence of numbers or timestamp. This occurs
because requests are constantly shifting to a new
1ndex range, making redistributing the load harder

and less effective.”
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https://cloud.google.com/storage/docs/request-rate#naming-convention
https://cloud.google.com/storage/docs/request-rate#naming-convention

33 GONSIDERATIONS

SHORT ROUND-TRIPS
FAST AGCGESS GLASS
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EXAMPLES

NEON (SERVERLESS POSTGRESQL)
YUGABYTEDB
GOCKROAGHDB CLOUD
GLIGKHOUSE GLOUD
FIREBOLT GCLOUD
..MANY MORE
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Existing
Architecture

4 Ingest

Clients

New
Architecture

[ Ingest
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GHALLENGES

STATELESS MASTER
TRANSLOG
REALTIME GET
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Indexing Throughput
(Higher the better)
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CPU Usage
(Lower the better
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SERVERLESS &
STATELESS

GLOUD NATIVE
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PS: MORE THAN
AUTOSGALING
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